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Abstract. Although the amount of RDF data has been steadily in-
creasing over the years, the majority of information on the Web is still
residing in other formats, and is often not accessible to Semantic Web
services. A lot of this data is available through APIs serving JSON doc-
uments. In this work we propose a way of extending SPARQL with the
option to consume JSON APIs and integrate the obtained information
into SPARQL query answers, thus obtaining a query language allowing
to bring data from the “traditional” Web to the Semantic Web. Look-
ing to evaluate these queries as efficiently as possible, we show that the
main bottleneck is the amount of API requests, and present an algorithm
that produces “worst-case optimal” query plans that reduce the number
of requests as much as possible. We also do a set of experiments that
empirically confirm the optimality of our approach.

1 Introduction

The Semantic Web provides a platform for publishing data on the Web via the
Resource Description Framework (RDF). Having a common format for data dis-
semination allows for applications of increasing complexity since it enables them
to access data obtained from different sources, or describing different entities.
The most common way of accessing this information is through SPARQL end-
points. SPARQL is the standard language for accessing data on the Semantic
Web [20], and a SPARQL endpoint is a simple interface where users can obtain
the RDF data available on the server by executing a SPARQL query.

In the Web context it is rarely the case that one can obtain all the needed
information from a single data source, and therefore it is necessary to draw
the data from multiple servers or endpoints. In order to address this, a specific
operator that allows parts of the query to access a different SPARQL endpoint,
called SERVICE, was included into the latest version of the language [31].

However, the majority of the data available on the Web today is still not
published as RDF, which makes it difficult to connect it to Semantic Web ser-
vices. A huge amount of this data is made available through Web APIs which
use a variety of different formats to provide data to the users. It is therefore
important to make all of this data available to Semantic Web technologies, in
order to create a truly connected Web. One way of achieving this is to extend
the SERVICE operator of SPARQL with the ability to connect to Web APIs in



the same way as it connects to other SPARQL endpoints. In this paper we make
a first step in this direction by extending SERVICE with the option to connect to
JSON APIs and incorporate their data into SPARQL query answers. We picked
JSON because it is currently the most popular data format in Web APIs, but
the results presented in the paper can easily be extended to any API format.

By allowing SPARQL to connect to an API we can extend the query answer
with data obtained from a Web service, in real time and without any setup. Use
cases for such an extension are numerous and can be particularly practical when
the data obtained from the API changes very often (such as weather conditions,
state of the traffic, etc.). To illustrate this let us consider the following example.

Example 1. We find ourselves in Scotland in order to do some hiking. We obtain
a list of all Scottish mountains using the WikiData SPARQL endpoint, but we
would prefer to hike in a place that is sunny. This information is not in WikiData,
but is available through a weather service API called weather.api. This API
implements HTTP requests, so for example to retrieve the weather on Ben Nevis,
the highest mountain in the UK, we can issue a GET request with the IRI:

http://weather.api/request?q=Ben_Nevis

The API responds with a JSON document containing weather information,
say of the form

{"timestamp": "24/10/2017 11:59:07",

"temperature": 3, "description": "clear sky",

"coord": {"lat": 56.79, "long": -5.02}}

Therefore, to obtain all Scottish mountains with a favourable weather all we
need to do is call the API for each mountain on our list, keeping only those
records where the weather condition is "clear sky". One can do this manually,
but this quickly become cumbersome, particularly when the number of API calls
is large. Instead, we propose to extend the functionality of SPARQL SERVICE,
allowing it to communicate with JSON APIs such as the weather service above.
For our example we can use the following (extended) query:

SELECT ?x ?l WHERE {

?x wdt:instanceOf wd:mountain .

?x wdt:locatedIn wd:Scotland .

?x rdfs:label ?l .

SERVICE <http://weather.api/request?q={?l}>{(["description"]) AS (?d)}

FILTER (?d = "clear sky")

}

The first part of our query is meant to retrieve the IRI and label of the moun-
tain in WikiData. The extended SERVICE operator then takes the (instantiated)
URI template where the variable ?l is replaced with the label of the mountain,
and upon executing the API call processes the received JSON document using
an expression ["description"], which extracts from this document the value
under the key description, and binds it to the variable ?d. Finally, we filter
out those locations with undesirable the weather conditions. ut
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With the ability of querying endpoints and API in real time we face an even
more challenging task: How do we evaluate such queries? Connecting to APIs
poses an interesting new problem from a database perspective, as the bottleneck
shifts from disk access to the amount of API calls. For example, when evaluating
the query in Example 1, about 80% of the time is spent in API calls. This is
mostly because HTTP requests are slower that disk access, and we cannot control
them. To gauge the time taken for APIs to respond to a GET request we did a
quick study of five popular Web APIs. The results presented in Table 1 show us
the minimum, the maximum, and the average time over our calls for each API.

Yelp! Twitter Open Weather Wikipedia StackOverflow All

min 0.4 0.4 0.4 0.8 0.3 0.3

max 1.3 0.8 1.4 1.3 1.5 1.5

avg 1.1 0.5 0.6 1.0 0.6 0.76
Table 1. Min, max, and average response time of popular Web APIs based on ten
typical calls they support.

Hence, to evaluate these queries efficiently we need to understand how to
produce a query plan for them that minimizes the number of calls to the API.

Contributions. Our main contributions can be summarized as follows:
- Formalization. We formalize the syntax and the semantics of the SERVICE

extension which supports communication with JSON APIs. This is done in a
modular way, similar to the SPARQL formalization of [29], making it easy to
incorporate this extension into the language standard.
- Implementation. We provide a fully functional implementation of the extended
SERVICE operator within the Apache Jena framework [22], and test its function-
ality on a range of queries over real world and synthetic data sources. We also
set up a demo at [2] for trying out the new functionality.
- Optimization. Given that the most likely bottleneck for our queries is the
number of API calls, we design, implement and test a series of optimizations
based on the AGM bound [8,28] for estimating the number of intermediate results
in relational joins, resulting in a worst case optimal algorithm for evaluating a
large fragment of SPARQL patterns that uses remote SERVICE calls.

Related work. Standard SERVICE that connects to SPARQL endpoints has
been extensively studied in the literature [5,6,7,26,25]. The main conclusions
regarding efficiency in this context resonate with our argument that the amount
of calls to external endpoints is the main bottleneck for evaluation. For standard
SERVICE there are several techniques we can use to alleviate this issue (see e.g.
[6,7]), and for our implementation we opt for the one that minimizes the database
load. In terms of bringing arbitrary API information into SPARQL most of the
works [24,27,32,14] are based on the idea of building RDF wrappers for other
formats. This is somewhat orthogonal to our approach and can be prohibitively
expensive when the API data changes often (like in Example 1). The most similar
to our work are the approaches of [15,16,9] that incorporate API data directly
into SPARQL, but do not provide a worst-case optimal implementation, nor
formal semantics of the extended SERVICE operation. Our paper is a continuation
of the demo presentation [23].
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Organization. We lay out the notation in Section 2. The formal definition and
examples of the extended SERVICE are given in Section 3. The worst-case optimal
algorithm for evaluating queries that use SERVICE in Section 4. Experimental
implementation is given in Section 5. For space reasons detailed proofs can be
found in our online appendix [1].

2 Preliminaries

RDF Graphs. Let I, L, and B be infinite disjoint sets of IRIs, literals, and
blank nodes, respectively. The set of RDF terms T is I ∪ L ∪B. An RDF triple
is a triple (s, p, o) from T × I × T, where s is called subject, p predicate, and o
object. An (RDF) graph is a finite set of RDF triples. For simplicity we assume
that RDF databases consist of a single RDF graph, although our proposal can
easily be extended to deal with datasets with multiple graphs.

SPARQL Queries. We assume the reader is familiar with the syntax and
semantics of SPARQL 1.1 query language [20,29]. Here we only recall some basic
notions that will be used later on.

Following [29], we define queries via graph patterns. Graph patterns are de-
fined over terms T and an infinite set V = {?x, ?y, . . .} of variables. The basic
graph pattern is called a triple pattern, and is a tuple t ∈ (I∪V)×(I∪V)×(I∪V).
All other graph patterns are defined recursively, using triple patterns, and oper-
ators AND, OPT, UNION, FILTER and SERVICE. We consider SERVICE patterns of
the form (P1 SERVICE a P2), with a ∈ (I ∪V) and P1, P2 graph patterns. If P
is a graph pattern we denote the variables appearing in P by var(P ). Finally,
we define SPARQL queries as expressions of the form SELECT W WHERE { P },
where P is a graph pattern, and W a set of variables.

We use the usual semantics of SPARQL, defined in terms of mappings [20];
that is, partial functions from the set of variables V to IRIs. The domain dom(µ)
of a mapping µ is the set of variables on which µ is defined. Two mappings µ1 and
µ2 are compatible (written as µ1 ∼ µ2) if µ1(?x) = µ2(?x) for all variables ?x in
dom(µ1)∩ dom(µ2). If µ1 ∼ µ2, then we write µ1 ∪ µ2 for the mapping obtained
by extending µ1 according to µ2 on all the variables in dom(µ2) \ dom(µ1).
Note that if two mappings µ1 and µ2 have no variables in common they are
always compatible, and that the empty mapping µ∅ is compatible with any other
mapping. For sets M1 and M2 of mappings we define their join as M1 |><| M2 =
{µ1 ∪ µ2 : µ1 ∈ M1, µ2 ∈ M2 and µ1 ∼ µ2}. Given a graph G and a pattern P ,
we denote the evaluation of a graph pattern P over G as JP KG. We refer to [20]
for a full specification of the semantics.

3 Enabling SPARQL to make JSON calls

While theoretically one can use our ideas to connect SPARQL to any Web API,
we concentrate on the so-called REST Web APIs, which communicate via HTTP
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requests, and we only consider requests of type GET. Of course, any implemen-
tation needs to take care of many other details when connecting to APIs (e.g.
authentication). Our implementation takes this into consideration, but for space
reasons here we just focus on the problem of evaluating these queries. An end-
point allowing the users to try the SERVICE-to-API functionality can be found
at [2]), and the source code can be found at [3].

We assume that all API responses are JSON documents, and we use JSON
navigation conditions to navigate and retrieve certain pieces of a JSON doc-
ument, analogous to the way JSON documents are navigated in programming
languages. For example, if we denote by J the JSON received in Example 1,
we use J ["temperature"] to obtain the temperature and J ["coord"]["lat"] to
obtain the latitude. We always assume that the general structure of the JSON
response is known by users; this can be achieved, for example, by including the
schema of the response in the documentation of the API (see e.g. [30,17]).

3.1 Syntax and semantics of the extended SERVICE operator

A URI Template [21] is an URI in which the query part may contain substrings
of the form {?x}, for ?x in V. For example, the following is a URI template:

http://weather.api/request?q={?city},{?country}

The elements inside brackets are replaced by concrete values in order to make
a request. In what follows, we will refer to the variables in such substrings of a
URI template U as the variables of U , and denote them with var(U).

Here is how we propose to extend the SERVICE to enable calls to APIs. Let
P1 be a SPARQL pattern, U a URI template using only variables that appear
in P1, ?x1, . . . , ?xm a sequence of pairwise distinct variables that do not appear
in P1, and N1, . . . , Nm a sequence of JSON navigation instructions. Then the
following is a SPARQL pattern, that we call a SERVICE-to-API pattern:

P1 SERVICE U{(N1, N2, . . . , Nm) AS (?x1, ?x2, . . . , ?xm)} (1)

The intuition behind the evaluation of this operator over a graph G is the follow-
ing. For each mapping µ in the evaluation JP1KG we instantiate every variable
?y in the URI template U with the value µ(?y), thus obtaining an IRI which
is a valid API call1. We call the API with this instantiated URI, obtaining a
JSON document, say J . We then apply the navigation instruction N1 to J and,
assuming the instruction returns a basic JSON value, store this value into ?x1.
Similarly, the value of N2 applied to J is stored into ?x2, and so on. The map-
ping µ is then extended with the new variables ?x1, . . . , ?xm, which have been
assigned values according to J and Ni. Notice that in (1) the pattern P1 can
again be an overloaded SERVICE pattern connecting to another JSON API, thus
allowing us to obtain results from one or more APIs inside a single query.

1 Note that replacing ?y in a URI template with µ(?y) may result in a IRI, and not
a URI, since some of the characters in µ(?y) need not be ASCII. To stress this, we
use the term IRI for any instantiation of the variables in a URI template.
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Semantics. The semantics of a SERVICE-to-API pattern is defined in terms of
the instantiation of an URI template U with respect to a mapping µ (denoted
µ(U)), which is simply the IRI that results by replacing each construct {?x} in
U with µ(?x). If there is some ?x ∈ var(U) such that µ(?x) is not defined, we
define µ(U) as an invalid IRI that will result in an error when invoked.

Thus, every mapping produces an IRI, which we then use to execute an HTTP
request to the API in the body of the IRI. Formally, given an URI template U
and a mapping µ, we denote by call(U, µ) the result of the following process:

1. Instantiate U with respect to µ, obtaining the IRI µ(U).
2. Produce a request to the API signed by (µ(U)), obtaining either a JSON

document (in case the call is successful) or an error.

Informally, we refer to this process as the call to U with respect to the mapping
µ. We adopt the convention that HTTP requests that do not give back a JSON
document result in an error, that is, call(U, µ) = error whenever the request
using U does not result in a valid JSON document.

For instance, if µ is a mapping, such that µ(?y) = Ben Nevis, and U =
<http://weather.api/request?q={?y}> is a URI template, then µ(U) =
<http://weather.api/request?q=Ben Nevis>. When this request is executed
against the weather API in the IRI, the answer result is either a JSON document
similar to the one from Example 1, or it is an error.

To define the evaluation we need some more notation. First, if ?x is a variable
and t ∈ T, we use ?x 7→ t to denote the mapping that assigns t to ?x and does not
assign values to any other variable. Next, given a JSON document J , a navigation
expression N , and a variable ?x, we define the set M?x7→J[N ] that contains the
single mapping ?x 7→ J [N ], when J [N ] is a basic JSON value (integer, string,
or boolean), and is equal to the empty set ∅ otherwise. We also assume that
M?x7→J[N ] = ∅ when J is not a valid JSON document, or J = error.

The semantics of a SERVICE-to-API pattern P of the form (1) is then:

JP KG =
⋃

µ∈JP1KG

{µ} |><|M?x1 7→call(U,µ)[N1] |><| · · · |><|M?xm 7→call(U,µ)[Nm]

Therefore, a mapping in JP KG is obtained by extending a mapping µ ∈ JP1KG
by binding each ?xi to call(U, µ)[Ni]. In the case that call(U, µ) = error (e.g.
when µ(?x) is not defined for some ?x ∈ var(U)), or that call(U, µ)[Ni] is not
a basic JSON value, the mapping µ will not be extended to the variables ?xi,
and will not be part of JP KG. This is consistent with the default behaviour of
SPARQL SERVICE [31] which makes the entire query fail if the SERVICE call
results in an error. In the case that we want to implement the SILENT option
for SERVICE which makes the latter behave as an OPTIONAL (see [31]), we would
need to change the ∅ in the definition of M?x 7→J[N ] to the empty mapping µ∅,
since this mapping can be joined with any other mapping.

Consider pattern P1 = {?x wdt:P131 wd:Q22 . ?x rdfs:label ?y}, and
a URI template U = <http://weather.api/request?q={?y}>. Let

P = P1 SERVICE U{(["temperature"]) AS (?t)}
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be the pattern we are evaluating over some RDF graph G, and assume that
JP1KG contains the following mappings.

?x ?y
µ1 wd:London London

µ2 wd:Berlin Berlin

The evaluation of P over G is then obtained by extending mappings in JP1KG
using U . That is, we iterate over µ ∈ JP1KG one by one, execute the call call(U, µ),
and store the value call(U, µ)["temperature"] into the variable ?t, in case that
the obtained JSON value is a string, a number, or a boolean value, and discard
µ otherwise. For example, if we assume that the calls are as follows,

call(µ1, U) = {"temperature": 22 }, call(µ2, U) = error

then the evaluation JP KG will contain the following mapping

?x ?y ?t
µ1 wd:London London 22

Since call(U, µ2) returns an error, the mapping µ2 can not be extended, so
it will not form a part of the output. In the case that the “SILENT semantic” is
triggered, we would actually output µ2 where ?t would not be bound.

3.2 A Basic Implementation

We propose a way to implement the overloaded SERVICE operation on top of any
existing SPARQL engine without the need to modify its inner workings. To do
so, we partition each query using this operator into smaller pieces, and evaluate
these using the original engine whenever possible. The idea here is to obtain all
the information needed to execute the API calls, and then do all the calls at
once. More precisely, whenever we find a pattern of the form

P ≡ P1 SERVICE U{(N1, N2, . . . , Nm) AS (?x1, ?x2, . . . , ?xm)}

in our query, we process it over a local database G using the following algorithm:

1. Compute JP1KG (recursively if P1 contains a SERVICE-to-API pattern).
2. Define M = ∅.
3. For each µ ∈ JP1KG do:

– Execute call(U, µ); if an error is returned, start step 3 with the next µ;
– For 1 ≤ i ≤ m, compute Mi = M?xi 7→call(U,µ)[Ni]; if there was an error,

start step 3 with the next µ;
– Let M = M ∪ ({µ} |><|M1 |><| · · · |><|Mm).

4. Finally, to compute JP KG, serialize the set of mappings M using the VALUES

operator, as in [7], to allow it to be used by the next graph pattern inside
the WHERE clause in which it appears.
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Regarding the final step, the obtained mappings need to be serialized in case
P is followed by another graph pattern P2. In particular, if we are processing a
query of the form SELECT * WHERE {P . P2}, with P as above, then P2 needs
to be able to access the values from the mappings matched to P .

With this implementation, the natural question is whether this basic imple-
mentation can be optimized. As we have mentioned, the bottleneck in our case
is API calls, so if we want to evaluate queries as efficiently as possible we need to
do the least amount of API calls as possible. There are a number of optimisations
we can immediately implement in our basic implementation that will reduce the
number of calls, and we discuss them in Section 5. However, next we consider a
rather different question, for a broad subclass of patterns: Can we reformulate
query plans to make sure we are making as few calls as possible?

4 A Worst-case optimal algorithm

Our goal is to evaluate SERVICE-to-API queries as efficiently as possible, which
implies minimising the number of API calls we issue when evaluating queries.
This takes us to the following question: what is the minimal amount of API calls
that need to be issued to answer a given query? Ideally, we would like to issue a
number of calls that is linear in the size of the output of the query: for each tuple
in the output we issue only those calls that are directly relevant for returning
that particular tuple. But in general this is not possible. Consider the pattern

(?x0, p, ?x1) AND . . . AND (?xm−1, p, ?xm) SERVICE U{(N) AS ?y},

where U uses variables ?x1, . . . , ?xm. Then the number of calls we would need to
issue could be of order |G|m (e.g. when all triples in G are of the form (a, p, b)),
but depending on the API data the output of this query may be even empty!

What we can do is aim to be optimal in the worst case, making sure that we
do not make more calls than the number we would need in the worst case over
all graphs and APIs of a given size. We can devise an algorithm that realises
this bound if we focus on the smaller class of SPARQL queries made just from
AND, FILTER and SERVICE-to-API operators, which we denote as conjunctive
patterns. This is the federated analogue of conjunctive queries, which amount to
roughly two thirds of the queries issued on the most popular endpoints on the
web, according to [12].

As we shall see, bounding the number of API calls for this fragment is inti-
mately related to bounding the number of tuples in the output of a relational
query, a subject that has received considerable attention in the past few years
in the database community (see e.g. [8,18,28]). To illustrate this, let P be a
conjunctive SERVICE-to-API pattern of the form:

(. . . (((((P1 S1) AND P2) S2) AND P3) S3) . . . Pn) Sn,

where each Pi is a SPARQL pattern (not using SERVICE) and each Si is a
SERVICE call of the form:

SERVICE U{(N1, N2, . . . , Nm) AS (?x1, ?x2, . . . , ?xm)}.
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We can now cast the problem of processing the query P over an RDF graph G
as the problem of answering a join query over a relational database as follows.
First, we simulate each SPARQL pattern Pi as a relation Ri with attributes
corresponding to the variables of Pi (i.e. we project out the constants from each
pattern in Pi since they do not contribute to an output). Second, we view an API
U in each SERVICE call Si described above as a relation Ti with access methods
(see e.g. [10,13]), that has output attributes ?x1, . . . , ?xm and input attributes
var(U). Intuitively, an access method prevents arbitrary access to a relation; the
only way to retrieve the tuples of a relation T with input attributes A1, . . . , Ak
is to provide appropriate values for A1, . . . , Ak, after which we are given all the
tuples in T that match these input values.

It is now easy to see that answering P over G is the same as answering the
following relational query2:

QP = R1 |><| T1 |><|R2 |><| T2 |><| . . . |><|Rn |><| Tn, (2)

over the relational instance that has the result of JPiKG stored in Ri, and the
API data in Ti, for i = 1 . . . n. Queries of the form (2) are known as join queries.
Generally, join queries that do not use access methods are one of a few classes
of queries for which we know tight bounds for the size of their outputs [8]. In
what follows, we show that this bound can be extended even for queries that use
access methods, such as (2), thus allowing us to solve the problem of evaluating
SERVICE-to-API patterns.

We say that every action of matching values for the input attributes of one of
the Ti’s is a call operation, and we are able to offer a tight bound on the number
of calls needed to answer a join query with access method such as QP . The main
result we show in this section is the following. Take any feasible join query Q3,
and a database D. Denote by MQ,D the maximum size of the projection of any
relation appearing in Q over a single attribute in the database D. Furthermore,
let 2ρ

∗(Q,D) be the AGM bound [8] of the query Q over D, i.e. the maximum
size of the output of Q over any relational database having the same number of
tuples in each relation as D4. Then we can prove the following:

Theorem 1. Any feasible join query under access methods Q can be evaluated
over any database instance D using a number of calls in

O(MQ,D × 2ρ
∗(Q,D)).

To show this proposition we provide an algorithm that, given a query QP
obtained from a conjunctive SERVICE-to-API pattern as described above, con-

2 We abuse the notation and denote relational joins using the same symbol that we
use for mappings; the two operators are always distinguished by the context.

3 Some queries with access methods may not be answerable at all, for example a query
with only input attributes.

4 The bound is obtained by solving a specific linear program that depends on the
query and the arity of the relations in D. We do not have space to formally state
this result or this program, but refer to [19] for an excellent summary
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structs a query plan for QP that is guaranteed to make a number of calls sat-
isfying the bound. We also show that this bound is tight: one can construct a
family of patterns and instances of growing size where one actually needs that
amount of API calls. We then show that the query plan for QP can be used to
construct a query plan for P that is worst-case optimal.

4.1 API calls as relational access methods

Our shift into the relational setting is to facilitate the presentation when merging
all the different data paradigms involved in the evaluation of SERVICE-to-API
patterns. In the following we assume familiarity with relational databases and
schemas, and relational algebra. For a quick reference see [4].

We denote access methods with the same symbol as relations, but making ex-
plicit which of the attributes are input positions. For example, an access method
for a relation R(A,B,C) with attributes A, B and C and where A and C are
input attributes is denoted by R(Ai, Bo, Ci) (letter i is a shorthand for input
and o for output).

Access methods impose a restriction on the way queries are to be evaluated,
as there are queries that cannot be evaluated at all. To formalise the intuition
that access methods impose a restriction on the way queries are to be evaluated,
we say that a relation Ri in a join query R1 |><| R2 |><| . . . |><| Rm is covered if all of
its input attributes appear as an output in any of the relations R1, . . . , Ri−1.
Then such a join query is said to be feasible when all its relations are covered.
For example, consider a schema with with relations R(Ai, Bo), S(Ao, Bo) and
T (Bi, Co). Then S |><| R |><| T is feasible: the input for R is an output of S and
likewise for T . But R |><| T is not feasible, as we do not have a source for the
input of R. Naturally, a join query can only be answered if it is equivalent to
a feasible query, so without loss of generality we focus on feasible queries. This
is also enough for our purposes, as all queries we produce out of conjunctive
SERVICE-to-API patterns are feasible.

We adopt the convention that, for a relation T with input attributes
A1, . . . , Ak and a set R of tuples having all attributes A1, . . . , Ak, the num-
ber of calls required to answer R |><| T corresponds to the size of πA1,...,Ak

(R).
Intuitively, this means that we answer R |><| T by selecting all different inputs
coming from the tuples of R, and issue one call for each of these inputs.

We can then analyse the number of calls for the naive left-deep join plan forQ,
which corresponds to setting φ1 = R1 and iteratively computing φi+1 = φi |><|Ri+1

until we obtain φn, which corresponds to the answers of Q. How many calls do
we issue? In the worst case where all except R1 are relations representing APIs,
we would need to issue a number of calls corresponding to the sum of the tuples
in R1, R1 |><|R2, and so on until R1 |><| . . . |><|Rn−1.

It turns out that we can provide a much better bound for the number of calls
required, as well as an algorithm fulfilling this bound. In the following section
we show an algorithm that produces a reformulation of Q whose left-deep plan
issues a number of calls that agrees with the bound in Theorem 1. We also show
that the algorithm is as good as it gets for arbitrary feasible join queries.
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4.2 The algorithm

Let Q = R1 |><|R2 |><| . . . |><|Rm be a feasible join query under some access methods,
and let A1, . . . , An be an enumeration of all attributes involved in Q, in order of
their appearance. Without loss of generality, we assume that there is exactly one
access method per relation in Q (if not one can construct two different relations,
the worst case analysis does not change). We use Input(R) to denote the set of
all input attributes of the access method for R.

Our algorithm is inspired by the optimal plan exhibited in [8,19] for con-
junctive queries without access methods. Starting from Q, we construct a query
Q∗ = ∆n, where the sequence ∆1, . . . ,∆n is defined as:

1. For ∆1, let S1
1 , . . . , S

1
k1

be all relations in {R1, . . . , Rn} whose set Input(S1
` )

of input attributes is contained in {A1} (including relations with only output
attributes). Then

∆1 = πA1(S1
1) |><| . . . |><| πA1(S1

k1).

2. For ∆i, let again Si1, . . . , S
i
ki

be all relations such that Input(Si`) is contained
in {A1, . . . , Ai}. Then

∆i = ∆i−1 |><| πA1,...,Ai
(Si1) |><| . . . |><| πA1,...,Ai

(Siki).

The feasibility of Q∗ follows from the fact that Q is feasible, so every relation
with inputs A1, . . . , Ai appears after all these attributes are outputs of previous
relations, and we order attributes in the order of appearance. According to the
construction above, we can write Q∗ as a natural join Q∗ = E1 |><| . . . |><| Er of
expressions Ei which are join free. We then evaluate Q∗ using a left-deep join
plan: we start with the leftmost expression φ1 = E1 = πA1

(R) in Q∗, where R
is some relation, and then keep computing φt = φt−1 |><| Et, for t = 2, . . . , r. The
relation φr contains our output. Part of our plan involves caching the results of
all relations R with Input(R) 6= ∅ the first time they are requested, and before
we compute any projection over them. This only imposes a memory requirement
that is, in the worst case, as big as the number of answers to the query.

Analysis. Recall that for a query Q and instance D, MQ,D is the maximum size
of the projection of any relation in Q over a single attribute, and 2ρ

∗(Q,D) is the
AGM bound of the query. Theorem 1 now follows from the following proposition.

Proposition 1. Let Q be a feasible join query over a schema with access meth-
ods and D a relational instance of this schema. Let Q∗ be the query constructed
from Q by the algorithm above. Then the number of calls required to evaluate Q∗

over D using a left-deep plan is in

O(MQ,D × 2ρ
∗(Q,D)).

Let m be the number of relations in Q and n the total number of attributes. If
we are considering combined complexity (i.e. Q is part of the input), the bound
above raises to O(m ×MQ,D × 2ρ

∗(Q,D)) for the algorithm that does caching.
Likewise, the number of calls is in O(n ×m ×MQ,D × 2ρ

∗(Q,D)) if we rule out
the possibility of caching. For the worst case optimality we show that there are
queries that realise upper bound.
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Proposition 2. There is a schema S, a query Q and a family of instances
(Dn)n≥1 such that: (i) The maximum size of the projection of a relation in D
over one attribute is n, (ii) The AGM bound is n2, and (iii) Any algorithm
evaluating Q must make at least n3 calls to a relation with access methods.

SERVICE-to-API patterns. To create optimal plans for SERVICE-to-API
patterns, we need to show that (1) our translation from patterns to relational
queries is sound and creates feasible queries, and (2) how to devise an optimal
plan for the SERVICE pattern when given a plan for the relational query.

For (1), let P be a SERVICE-to-API pattern and QP the constructed join
query, and consider an RDF graph G. Then the instance IP,G in which QP should
be evaluated is defined next, and the correctness lemma follows.

- Each relation Ri in IP,G with attributes ?x1, . . . , ?xm contains the set of tuples
{(µ(?x1), . . . , µ(?xn)) | µ ∈ JP KG}.
- Each relation Ti in IP,G with input attributes ?z1, . . . , ?zk and output attributes
?y1, . . . , ?yp contains the set of tuples {(µ(?z1), . . . , µ(?zk), µ(?y1), . . . , µ(?yp)) |
µ ∈ JP KG}.

Lemma 1. Let P be a conjunctive SERVICE-to-API pattern using variables
{?x1, . . . , ?x`}. A tuple (a1, . . . , a`) is in the evaluation of QP over IP,G if and
only if there is a mapping µ ∈ JP KG such that (a1, . . . , a`) = (µ(?x1), . . . , µ(?x`)).

While not obvious, this lemma also shows that the query is feasible, as long
as P is not trivially unanswerable (i.e., as long as there is a graph G for which
JP KG is nonempty). Note that for finding the worst-case optimal plan for QP
we do not need to construct the instance IP,G, as this would amount to pre-
computing the answer JP KG. Next, for (2): we show how the optimal plan for
QP gives us an optimal plan for P :

Proposition 3. Let P be SERVICE-to-API pattern, G an RDF graph and QP ,
IP,G the corresponding relational query with access methods and instance as con-
structed above. Then any optimal query plan Q∗ for QP over an instance IP,G
can be transformed (in polynomial time) into a query plan for P that evaluates
P over G using the same amount of API calls as the evaluation of Q∗.

Proof. The plan for P mimics step-by-step the plan for QP . That is, assume that
Q∗ = E1 |><| · · · |><| Er is the reformulation of QP from Section 4.2. Starting with
φ1 = E1, we iteratively compute the the set JφiKG = Jφi−1KG |><|Ei of mappings for
each i = 2 · · · r. This is done in the following way. Whenever Ei = π?x1,...,?xp

Ri,
we evaluate the query SELECT ?x1, . . . , ?xp WHERE Pi over G. On the other
hand, if Ei is a relation using Tj for the first time, we call the API (because
QP is feasible we will have all the needed input parameters), cache all the API
results and then only retrieve the attributes that are not projected out in Ei. All
subsequent appearances of Tj are evaluated directly on the cached JSON file.
(If we are not using caching, then we need to call the API for each Ek, where
k > i, that uses Tj .) Since the query φr is equivalent to Q∗, it is also equivalent
to QP . Thus the output of this query plan correctly computes JP KG by Lemma
1. The number of calls is worst-case optimal by Propositions 1 and 2.
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5 Experiments

The goal of this section is to give empirical evidence that the worst-case optimal
algorithm of Section 4 is indeed a superior evaluation strategy for executing
queries that use API calls. We also constructed several real world use cases, for
space reasons we defer them to the appendix [1]

Experimental setup. To construct a benchmark for SERVICE-to-API patterns
we reformulate the queries from the Berlin benchmark [11] by designating certain
patterns in a query to act as an API call. We then run a battery of tests that
simulate real-world APIs by sampling from the distributions of the response
times presented in the introduction. The experiments where run on a 64-bit
Windows 10 machine, with 8 GB of RAM, and Intel Core i5 7400 @ 3.0 GHz
processor. Experiments were repeated five times, reporting the average value.
Adapting the Berlin benchmark to include API calls. The Berlin bench-
mark dataset [11] is inspired by an e-commerce use case. It has products that
are offered by vendors and are reviewed by users. Each one of those entities has
properties related with them (like labels, prices, etc.). The size of the dataset is
specified by the user. To test our implementation we created a database of 5000
products consisting of 1959874 triples.

The benchmark itself is composed of 12 queries. Our adaptation con-
sists of exposing the data of five recurrent patterns we find in the bench-
mark queries as APIs that return JSON documents. For instance, {?x
bsbm:productPropertyNumericZ ?y} is one such pattern, where Z is a num-
ber between 1 and 5. This pattern is used to return the value of some numeric
property of a product with the label ?x, so we created a (local) API route
api/numeric-properties/{label}, that will give us all the values of numeric
properties of an object. For instance, if a product with the IRI bsbm:Product1
has a label "Product 1", and its numerics properties are PropertyNumeric1 =
3, PropertyNumeric2 = 10, the request api/numeric-properties/Product 1

returns the JSON: { "p1": 3, "p2": 10}. The other API routes we imple-
mented are similar (details can be found in [1]).

Next, we transform the original benchmark queries by replacing each pat-
tern used when creating the APIs by a SERVICE call to the corresponding API.
For instance, in the case of the “numeric properties API” described above, we
replace each pattern of the form: {?product bsbm:productPropertyNumericX
?valueX}, by the following API call:

SERVICE <api/numeric-properties/{label}>{ (["pX"]) AS (?valueX) }

We did a similar transformation for each pattern including entities served by
our APIs. We ran all the queries of the Berlin Benchmark except Q6, Q9, and
Q11, because they were too short to include API calls in their patterns. Also,
we change the OPTIONAL operator in each query by AND, because the two are the
same in terms of worst case optimal analysis.

Implementation. Our implementation of SERVICE-to-API patterns is done on
top of Jena TBD 3.4.0 [22] using Java 8 update 144. We differentiate three
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evaluation algorithms for SERVICE-to-API patterns: (1) Vanilla, the base imple-
mentation described in Section 3; (2) Without duplicates, the base algorithm that
uses caching to avoid doing the same API call more than once; and (3) WCO,
the worst-case optimal algorithm of Section 4.
Results. The number of API calls done for each of the three versions of our
algorithm are shown in Table 2. As we see, avoiding duplicate calls reduces the
number of calls to some extent, but the best results are obtained when we use
the worst-case optimal algorithm. We also measured the total time taken for the
evaluation of these queries. Query times range from over 8000 seconds to just
0.7 seconds for the Vanilla version, and in average the use of WCO reduces by
40% the running times of the queries. Full details in [1].

Q1 Q2 Q3 Q4 Q5 Q7 Q8 Q10 Q12 AVG

Vanilla 5332 77 5000 5066 2254 15 1 7 1 0%

W/O Duplicates 4990 3 4990 4990 608 15 1 7 1 20%

WCO 2971 0 3284 4571 608 13 0 0 1 53%

Table 2. The WCO plans averages 53% reduction in API calls.

6 Conclusion

In this paper we propose a way to extend the functionality of SPARQL by allow it to
connect to HTTP APIs returning JSON. We describe the syntax and the semantics of
this extension, show how it can be implemented on top of existing SPARQL engines,
provide a worst-case optimal algorithm for processing these queries, and demonstrate
the usefulness of this algorithm both formally and in practice.

In future work, we plan to support formats other than JSON, and explore how to
support it in public endpoints. Another line of work we plan to pursue is to support
automatic entity resolution based on an API answer, thus allowing us to transform
API information back into IRIs to be used again by SPARQL, instead of just literals.

References

1. Online Appendix. http://67.205.159.121/query/appendix/.
2. Online demo of SERVICE-to-API. http://67.205.159.121/query/#/.
3. SERVICE-to-API implementation. http://67.205.159.121/query/code/.
4. S. Abiteboul, R. Hull, and V. Vianu. Foundations of Databases. Addison-Wesley,

1995.
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A Extended Preliminaries

RDF Graphs. Let I, L, and B be infinite disjoint sets of IRIs, literals, and blank
nodes, respectively. The set of RDF terms T is I ∪ L ∪ B. An RDF triple is a triple
(s, p, o) from T× I×T, where s is called subject, p predicate, and o object. An (RDF)
graph is a finite set of RDF triples. For simplicity we assume that RDF databases
consist of a single RDF graph, although our proposal can easily be extended to deal
with datasets with multiple graphs.

SPARQL Patterns. We assume the reader is familiar with the syntax and semantics
of SPARQL 1.1 query language. To keep the presentation self contained we recall some
basic notions about SPARQL patterns and queries. For a full specification see [20].

Following [29], we distinguish three types of building blocks— graph patterns, built-
in conditions, and queries, built over terms T and an infinite set V = {?x, ?y, . . .} of
variables, disjoint from T. Graph patterns (or just patterns) are defined recursively as
follows:

1. a triple in (I ∪V)× (I ∪V)× (I ∪V) is a graph pattern, called a triple pattern;
2. if P1 and P2 are graph patterns, then (P1 AND P2), (P1 OPT P2), and (P1 UNION P2)

are graph patterns, called AND-, OPT-, and UNION-patterns, correspondingly;
3. if P1 and P2 are graph patterns, and a ∈ (I∪V), then (P1 SERVICE a P2) is a graph

pattern, called a SERVICE pattern;
4. if P is a graph pattern, and R a built-in condition, then (P FILTER R) is a graph

pattern, called a FILTER-pattern.

Built-in conditions are defined as boolean combinations of atomic constraints, for
a list of them we refer to [20]. If P is a graph pattern we denote the variables ap-
pearing in P by var(P ). Finally, we define SPARQL queries as expressions of the form
SELECT W WHERE { P }, where P is a graph pattern, and W a set of variables.

We use the usual semantics of SPARQL, defined in terms of mappings [20]; that is,
partial functions from the set of variables V to IRIs. The domain dom(µ) of a mapping
µ is the set of variables on which µ is defined. Two mappings µ1 and µ2 are compatible
(written as µ1 ∼ µ2) if µ1(?x) = µ2(?x) for all variables ?x in dom(µ1) ∩ dom(µ2). If
µ1 ∼ µ2, then we write µ1 ∪ µ2 for the mapping obtained by extending µ1 according
to µ2 on all the variables in dom(µ2) \ dom(µ1). Note that if two mappings µ1 and µ2

have no variables in common they are always compatible, and that the empty mapping
µ∅ is compatible with any other mapping. For sets M1 and M2 of mappings we define
their join as M1 |><|M2 = {µ1 ∪ µ2 : µ1 ∈ M1, µ2 ∈ M2 and µ1 ∼ µ2}. Given a graph G
and a pattern P , we denote the evaluation of a graph pattern P over G as JP KG.

Given a graph G and a pattern P , we denote the evaluation of a graph pattern P
over G as JP KG, and define it as follows: Note that the semantics of patterns includes
SELECT queries, since these queries can now be understood as patterns, following the
addition of nested queries in the latest version of the standard.

1. If P is a triple pattern, then JP KG = { µ | dom(µ) = var(P ) and µ(P ) ∈ G},
2. If P = P1 AND P2, then JP KG = JP1KG |><| JP2KG,
3. If P = P1 UNION P2, then JP KG = JP1KG ∪ JP2KG,
4. If P = P1 OPT P2, then JP KG = JP1KG d|><| JP2KG,
5. If P = P1 FILTER R, then JP KG = { µ | µ ∈ JP1KG, and µ satisfies R}5.

5 Defining when a mapping satisfies a condition is done in a natural way; see e.g. [29].
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Next we define the semantic of SERVICE. If a ∈ I, then by ep(a) we denote the graph
G that is served by the SPARQL endpoint reached by a. In case that a is not a valid
endpoint (i.e. an RDF dataset), we define ep(a) = ∅. Similarly, if ?x is a variable, and
µ(?x) is not defined, then we consider that ep(µ(?x)) = ∅. The set JP KG for a pattern
P = P1 SERVICE a P2 is defined as

JP KG =
⋃

µ∈JP1KG

{µ} |><| JP2Kep(µ(a)).

When defining the semantics of SERVICE we use P1 as a “guard” in case that a is a
variable. This is analogous to the strongly bound safety condition from [6], and ensures
that we never have to call infinitely many endpoints, but only those that a mapping
from JP1KG binds to a. Having service patterns with such a guard is equivalent to the
definitions of [6,5], since one can simply push all “non-SERVICE” patterns into P1.

Finally, if Q is a query of the form Q = SELECT W WHERE { P }, with P a graph
pattern, and W a set of variables, then the result of evaluating Q over the graph G,
denoted JQKG, is defined as {µW | µ ∈ JP KG}, where µW denotes the mapping obtained
by restricting the domain of µ to the variables from W .

JSON. The JSON format defines the following types of values. First, true, false and
null are JSON values. Any decimal number (e.g. 3.14, 23) is also a JSON value, called
a number. Furthermore, if s is a string of unicode characters then "s" is a JSON value,
called a string value. Next, if v1, . . . , vn are JSON values and s1, . . . , sn are pairwise
distinct string values, then o = {s1 : v1, . . . , sn : vn} is a JSON value, called an object.
In this case, each si : vi is called a key-value pair of o. Finally, if v1, . . . , vn are JSON
values then a = [v1, . . . , vn] is a JSON value called an array. In this case v1, . . . , vn
are called the elements of a. Numeric values, strings and the boolean values true, and
false are called basic JSON values.

Size bounds for join queries. We recall some of the results by Atserias et. al. [8]
regarding size bounds as presented in [19]. Consider a join query Q = R1 |><|R2 |><| . . . |><|Rm
with attributes A1, . . . , An, and a database D where the size of each Ri is Ni. The idea
is to obtain a bound for the output of Q in terms of the cardinality of each relation.
Suppose that we have relations Ri1 , . . . , Rik that contains all the attributes appearing
in Q. Then, a bound for the size of the query could be |Q| ≤

∏k
j=1Nij , since the other

relations involved only act as filters for the final output. We can get an even better
bound by selecting the smallest set of relations with this property, which corresponds
to what is known as the edge cover of the query Q. Moreover, the seminal result
by Atserias et. al. shows an optimal bound by considering the following linear program:

minimize
∑
i

xi logNi

where
∑

i : Aj is an attribute of Ri

xi ≥ 1 for j = 1, . . . , n

xi ≥ 0 for i = 1, . . . ,m

(3)

We denote by ρ∗(Q,D) the optimal value of
∑
i xi logNi. The AGM bound [8] estab-

lishes that |Q(D)| is always bounded by 2ρ
∗(Q,D), and that this bound is tight, i.e.

there are infinitely many queries and families of instances where the bound is realized.
We thus refer to 2ρ

∗(Q,D) as the AGM bound of Q over D.
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B Proofs

B.1 Proof of Lemma 1

Proof. Let us assume P is a conjunctive pattern of the form

P1S1P2S2 . . . Sn−1Pn,

where each Pi is a SPARQL pattern (not using SERVICE) and each Si is a SERVICE-
to-API operator of the form

{P1S1 . . . Pi} SERVICE U (N1, N2, . . . , Nm) AS (?x1, ?x2, . . . , ?xm).

Assume that the set of variables mentioned in P is {?x1, . . . , ?x`}, QP = R1 |><| T1 |><|

R2 |><| T2 |><| . . . |><|Rn and IP is constructed as explained above.
For the if direction, consider a tuple (a1, . . . , a`) in the evaluation of QP over IP . By

definition, there must be mappings µ1, . . . , µn and µ′1, . . . , µ
′
n−1 such that (1) all these

mappings are compatible and their value over {?x1, . . . , ?x`} must coincide whenever
at least two of them have one of these variables in the domain, (2) µi is in JPiKG and
(3) Letting

µ =
⋃

1≤j≤n

µi ∪
⋃

1≤k≤n−1

µ′k

we have that for each SERVICE call Sj of the form
SERVICEU (N1, N2, . . . , Nm) AS (?z1, ?z2, . . . , ?zm), we have that call(U, µ)[Nk]
is either µ′j(?zk) or is an array that contains µ′j(?zk).

By the semantics of SPARQL and (conjunctive) SERVICE-to-API patterns we ob-
tain that the mapping µ belongs to JP KG, and that (a1, . . . , a`) = (µ(?x1), . . . , µ(?x`)).

For the only if direction, consider such a mapping µ in JP KG and let (a1, . . . , a`) =
(µ(?x1), . . . , µ(?x`)). It is then easy to see that each of the relations are populated with
the appropriate subsets of (a1, . . . , a`), so that this tuple must be in the evaluation of
QP over IP .

B.2 Proof of Proposition 1

Proof. For any 1 ≤ i ≤ n, define Rij as the relation where we project out any attribute
not in {A1, . . . , Ai}, and consider the join query Qi = Ri1 |><| . . . |><| Rim. Observe that
this query is feasible, and that ρ∗(Qi, D) is always bounded by ρ∗(Q,D) (in fact the
solution for the program (3) of Q is a feasible solution for the program of Qi). It also
is easy to see that ∆i is equivalent to Qi. Therefore, we have that the size of ∆i is
bounded by 2ρ

∗(Qi,D) and thus by 2ρ
∗(Q,D).

Now any API call we do for a relation Rj with input attributes A1, . . . , Ai in our
left deep plan is of the form(

∆i−1 |><| πA1,...,Ai(R1) |><| . . . |><| πA1,...,Ai(Rj−1)
)

|><| πA1,...,Ai(Rj).

The size of ∆i−1 |><| πA1,...,Ai(Ri) is bounded by the size of ∆i−1 × πAi(Ri), where
× denotes the Cartesian product of relations, as ∆i−1 already contains a subexpres-
sion joining with πA1,...,Ai−1(Ri). Hence, the number of tuples in the output of the
expression (

∆i−1 |><| πA1,...,Ai(R1) |><| . . . |><| πA1,...,Ai(Rj−1)
)
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is bounded by MQ,D · |∆i−1(D)|, as we only add to ∆i−1 the values πAi(R) of the
relation R with the greatest projection over Ai, the others act only as semijoins that
filter the result. So to evaluate an appearance of a relation Rj in some ∆i we need
to pose at most MQ,D · |∆i−1| ≤ MQ,D · 2ρ

∗(Q,D) calls. Therefore, the total number
of calls is bounded by m · MQ,D · 2ρ

∗(Q,D) (as we are caching results), which is in
O(MQ,D × 2ρ

∗(Q,D)) when we assume the query to be fixed (that is, when we consider
the data complexity).

B.3 Proof of Proposition 2

Proof. Consider the schema with access methods with relations R(Ao, Bo, Co),
S(Bi, Ci, Do), U(Bi, Eo) and T (Ai, Di, Ei), and an instance D where R contains tu-
ples {(i, 1, 1) | 1 ≤ i ≤ n}, S contains tuples {(1, 1, i) | 1 ≤ i ≤ n}, U contains tuples
{(1, i) | 1 ≤ i ≤ n} and T contains n arbitrary tuples. Now let Q = R |><| S |><| U |><| T .
The maximum size of the projection of a relation in D over one attribute is n, and it
can be checked that the bound 2ρ

∗(Q,D) corresponds to n2, by solving the appropriate
linear program. Furthermore, since T has inputs which are only in the union of all
R, S and U , any algorithm looking to answer Q must issue one call for each tuple in
πA,D,E(R |><| S |><| U) (if not, one can create an interpretation for T where this algorithm
does not answer the query correctly). We obtain that n3 calls are needed, as this is the
size of the ouptut of R |><| S |><| U over D.
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C Real World Experiments

C.1 Real world queries

Using real world APIs, and data from popular RDF datasets, we constructed the fol-
lowing queries:

– Trekking, the query from Example 1.
– Museums, a query that finds London museums in DBpedia, asks Yelp! for their

opening times, and Twitter for the latest tweets about each museum.
– Burguers, a query finding the best burger joints in different capitals of the world

using Yelp! and DBpedia.
– Antipodes, a query finding cities on the opposite sides of the globe (i.e. antipodes)

that have the same temperature6, using YAGO and OpenWeather API.

The results of our runs are shown in the Figure 1. Running times are reasonable,
apart from the query Burgers, which takes almost 14 minutes, mostly because the
amount of API calls to Yelp! is quite large, and each takes around a second. We can
see that over 60% of the processing time is spent on API calls in all four queries
(and over 80% for the last three queries). We used the Cache version of the algorithm
to evaluate these queries. A demo implementation allowing to run these and similar
queries is available at [2].

Fig. 1. API time (orange) against the database time (blue), when processing queries
from Section D.1. Total execution time is indicated between brackets.

D Queries

D.1 Real World Queries

– Trekking:

SELECT * WHERE {

?x <http://www.wikidata.org/prop/direct/P31> <http://www.wikidata.org/entity/Q8502> .

?x <http://www.w3.org/2000/01/rdf-schema#label> ?l .

?x <http://www.wikidata.org/prop/direct/P131> <http://www.wikidata.org/entity/Q22>

SERVICE <http://api.openweathermap.org/data/2.5/weather?q={l},GB&appid=<token>>{

($.["weather"][0]["description"]) AS (?t)

}

FILTER (?t = \"clear sky\")

}

6 The existence of antipodes with same temperature and air pressure (on a mathe-
matical model of Earth) is guaranteed by the Borsuk-Ulam theorem [?,?]
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– Museum:

SELECT * WHERE {

?x ?y <http://dbpedia.org/ontology/Museum> .

?x <http://dbpedia.org/ontology/location> <http://dbpedia.org/resource/London> .

?x <http://www.w3.org/2000/01/rdf-schema#label> ?l

SERVICE <https://api.yelp.com/v2/search?term={l}&location=London&radius_filter=40000>{

($.["businesses"][0]["is_closed"]) AS (?isclosed)

}

SERVICE <https://api.twitter.com/1.1/search/tweets.json?q={l}&result_type=recent>{

($.statuses[0:3].text) AS (?tw)

}

}

– Burgers in a random country:

PREFIX yg: <http://yago-knowledge.org/resource/>

SELECT * WHERE {

?x yg:isLocatedIn yg:<Random Country> .

?x <http://www.w3.org/1999/02/22-rdf-syntax-ns#type> yg:<City in a Random Country> .

?x <http://www.w3.org/2000/01/rdf-schema#label> ?n

SERVICE <https://api.yelp.com/v2/search?term=Burguers&location={n}&sort=2>{

($.["businesses"][0]["name"], $.["businesses"][0]["rating"]) AS (?b, ?r)

} "

}

– Antipodes:

SELECT * WHERE{

?x <http://www.w3.org/1999/02/22-rdf-syntax-ns#type> <http://dbpedia.org/ontology/City> .

?y <http://www.w3.org/1999/02/22-rdf-syntax-ns#type> <http://dbpedia.org/ontology/City> .

?x <http://www.w3.org/2003/01/geo/wgs84_pos#long> ?lo .

?y <http://www.w3.org/2003/01/geo/wgs84_pos#long> ?lo2 .

?x <http://www.w3.org/2003/01/geo/wgs84_pos#lat> ?la .

?y <http://www.w3.org/2003/01/geo/wgs84_pos#lat> ?la2 .

?x <http://www.w3.org/2000/01/rdf-schema#label> ?x2 .

?y <http://www.w3.org/2000/01/rdf-schema#label> ?y2

FILTER((?la <= -?la2 + 1) && (?la >= -?la2 - 1) &&

(?lo <= -((?lo2/abs(?lo2))*(180 - abs(?lo2))) + 1) &&

(?lo >= -((?lo2/abs(?lo2))*(180 - abs(?lo2))) - 1))

SERVICE <http://api.openweathermap.org/data/2.5/weather?q={x2}&appid=<token>>{

($.[\"main\"][\"temp\"]) AS (?t)

}

SERVICE <http://api.openweathermap.org/data/2.5/weather?q={y2}&appid=<token>>{

($.[\"main\"][\"temp\"]) AS (?t2)

}

}

D.2 Berlin Benchmark Queries Translated

– Q1:
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PREFIX ex: <http://example.org/>

PREFIX bsbm: <http://www4.wiwiss.fu-berlin.de/bizer/bsbm/v01/vocabulary/>

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#>

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>

SELECT * WHERE {

?product rdfs:label ?label .

?product rdf:type <http://www4.wiwiss.fu-berlin.de/bizer/bsbm/v01/instances/ProductType1> .

SERVICE <http://localhost:5000/features/{label}>{

($.values[*]) AS (?v1)

}

FILTER(?v1 = "noisemakers")

SERVICE <http://localhost:5000/features/{label}>{

($.values[*]) AS (?v2)"

}

FILTER(?v2 = "caskets")

?product bsbm:productPropertyNumeric1 ?v3

FILTER (?v3 > 500)

}

– Q2:

PREFIX ex: <http://example.org/>

PREFIX bsbm: <http://www4.wiwiss.fu-berlin.de/bizer/bsbm/v01/vocabulary/>

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#>

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>

PREFIX pr6: <http://www4.wiwiss.fu-berlin.de/bizer/bsbm/v01/instances/dataFromProducer6/>

SELECT * WHERE {

pr6:Product250 rdfs:label ?label .

pr6:Product250 rdfs:comment ?comment .

pr6:Product250 bsbm:producer ?p .

?p rdfs:label ?producer .

SERVICE <http://localhost:5000/features/{label}>{

($.values[*]) AS (?f)

}

SERVICE <http://localhost:5000/textual/{label}>{

($.p1, $.p2, $.p3) AS (?propertyTextual1, ?propertyTextual2, ?propertyTextual3)

}

SERVICE <http://localhost:5000/numeric/{label}>{

($.p1, $.p2) AS (?propertyNumeric1, ?propertyNumeric2)

}

pr6:Product250 bsbm:productPropertyTextual4 ?p4 .

pr6:Product250 bsbm:productPropertyTextual5 ?p5

}

– Q3:

PREFIX ex: <http://example.org/>

PREFIX bsbm: <http://www4.wiwiss.fu-berlin.de/bizer/bsbm/v01/vocabulary/>

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#>

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>
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SELECT * WHERE {

?product rdfs:label ?label .

?product rdf:type <http://www4.wiwiss.fu-berlin.de/bizer/bsbm/v01/instances/ProductType1> .

SERVICE <http://localhost:5000/features/{label}>{

($.values[*]) AS (?f)

}

FILTER(?f = "servilely")

?product bsbm:productPropertyNumeric1 ?p1 .

FILTER ( ?p1 > 100)

?product bsbm:productPropertyNumeric2 ?p2

FILTER (?p2 < 500 )

}

– Q4:

PREFIX ex: <http://example.org/>

PREFIX bsbm: <http://www4.wiwiss.fu-berlin.de/bizer/bsbm/v01/vocabulary/>

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#>

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>

SELECT * WHERE {

?product rdfs:label ?label .

?product rdf:type <http://www4.wiwiss.fu-berlin.de/bizer/bsbm/v01/instances/ProductType1> .

SERVICE <http://localhost:5000/features/{label}>{

($.values[*]) AS (?v1)

}

FILTER(?v1 = "tiller")

SERVICE <http://localhost:5000/features/{label}>{

($.values[*]) AS (?v2)

}

FILTER((?v2 = "steering" || ?v2 = "upsilons"))

?product bsbm:productPropertyNumeric1 ?p1 .

FILTER (?p1 > 500)

}

– Q5:

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#>

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>

PREFIX bsbm: <http://www4.wiwiss.fu-berlin.de/bizer/bsbm/v01/vocabulary/>

PREFIX ex: <http://example.org/>

PREFIX rev: <http://purl.org/stuff/rev#>

PREFIX dc: <http://purl.org/dc/elements/1.1/>

PREFIX foaf: <http://xmlns.com/foaf/0.1/>

PREFIX pr7: <http://www4.wiwiss.fu-berlin.de/bizer/bsbm/v01/instances/dataFromProducer7/>

SELECT * WHERE {

?product rdfs:label ?label .

?product rdf:type <http://www4.wiwiss.fu-berlin.de/bizer/bsbm/v01/instances/ProductType1> .

pr7:Product286 rdfs:label ?label2

FILTER (pr7:Product286 != ?product)

pr7:Product286 bsbm:productFeature ?f .
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?product bsbm:productFeature ?f

SERVICE <http://localhost:5000/numeric/{label}>{

($.p1) AS (?simp1)

}

SERVICE <http://localhost:5000/numeric/{label2}>{

($.p1) AS (?origp1)

}

FILTER (?simp1 < (?origp1 + 120) && ?simp1 > (?origp1 - 120))

SERVICE <http://localhost:5000/numeric/{label}>{

($.p2) AS (?simp2)

}

SERVICE <http://localhost:5000/numeric/{label2}>{

($.p2) AS (?origp2)

}

FILTER (?simp2 < (?origp2 + 500) && ?simp2 > (?origp2 - 500))

}

– Q7:

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#>

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>

PREFIX bsbm: <http://www4.wiwiss.fu-berlin.de/bizer/bsbm/v01/vocabulary/>

PREFIX ex: <http://example.org/>

PREFIX rev: <http://purl.org/stuff/rev#>

PREFIX dc: <http://purl.org/dc/elements/1.1/>

PREFIX foaf: <http://xmlns.com/foaf/0.1/>

PREFIX pr6: <http://www4.wiwiss.fu-berlin.de/bizer/bsbm/v01/instances/dataFromProducer6/>

SELECT * WHERE {

pr6:Product250 rdfs:label ?label .

?offer bsbm:product pr6:Product250 .

?offer ex:id ?id

SERVICE <http://localhost:5000/offer/{id}>{

($.price, $.vendor, $.country) AS (?pr, ?vendor, ?country)

}

FILTER(?country = \"http://downlode.org/rdf/iso-3166/countries#GB\")

?review bsbm:reviewFor pr6:Product250 .

?review ex:id ?id2 .

SERVICE <http://localhost:5000/review/{id2}>{

($.revName, $.revTitle) AS (?revName, ?revTitle)

}

?review bsbm:rating1 ?rating1 . ?review bsbm:rating2 ?rating2

}

– Q8:

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#>

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>

PREFIX bsbm: <http://www4.wiwiss.fu-berlin.de/bizer/bsbm/v01/vocabulary/>

PREFIX ex: <http://example.org/>

PREFIX rev: <http://purl.org/stuff/rev#>
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PREFIX dc: <http://purl.org/dc/elements/1.1/>

PREFIX foaf: <http://xmlns.com/foaf/0.1/>

PREFIX pr5: <http://www4.wiwiss.fu-berlin.de/bizer/bsbm/v01/instances/dataFromProducer5/>

SELECT * WHERE {

pr5:Product201 rdfs:label ?label .

?review bsbm:reviewFor pr5:Product201 .

?review ex:id ?id2 .

SERVICE <http://localhost:5000/review/{id2}>{

($.revName, $.revTitle, $revText) AS (?revName, ?revTitle, ?revText)

}

?review bsbm:rating1 ?rating1 .

?review bsbm:rating2 ?rating2 .

?review bsbm:rating3 ?rating3 .

?review bsbm:rating4 ?rating4

}

– Q10:

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#>

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>

PREFIX bsbm: <http://www4.wiwiss.fu-berlin.de/bizer/bsbm/v01/vocabulary/>

PREFIX ex: <http://example.org/>

PREFIX rev: <http://purl.org/stuff/rev#>

PREFIX dc: <http://purl.org/dc/elements/1.1/>

PREFIX foaf: <http://xmlns.com/foaf/0.1/>

PREFIX pr6: <http://www4.wiwiss.fu-berlin.de/bizer/bsbm/v01/instances/dataFromProducer6/>

SELECT * WHERE {

pr6:Product250 rdfs:label ?label .

?offer bsbm:product pr6:Product250 .

?offer ex:id ?id .

SERVICE <http://localhost:5000/offer/{id}>{

($.price, $.vendor, $.country) AS (?price, ?vendor, ?country)

}

?offer bsbm:deliveryDays ?devDays .

FILTER(?devDays < 3)

}

– Q12:

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#>

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>

PREFIX bsbm: <http://www4.wiwiss.fu-berlin.de/bizer/bsbm/v01/vocabulary/>

PREFIX ex: <http://example.org/>

PREFIX rev: <http://purl.org/stuff/rev#>

PREFIX dc: <http://purl.org/dc/elements/1.1/>

PREFIX foaf: <http://xmlns.com/foaf/0.1/>

PREFIX ve5: <http://www4.wiwiss.fu-berlin.de/bizer/bsbm/v01/instances/dataFromVendor5/>

SELECT * WHERE {

ve5:Offer9220 bsbm:product ?p .

?p rdfs:label ?label .
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ve5:Offer9220 ex:id ?id

SERVICE <http://localhost:5000/offer/{id}>{

($.price, $.vendor) AS (?price, ?vendor)

}

ve5:Offer9220 bsbm:deliveryDays ?devDays .

ve5:Offer9220 bsbm:offerWebpage ?offerURL .

ve5:Offer9220 bsbm:validTo ?validTo

}

Vanilla Vanilla + Cache WCO + Cache

Q1 8810 (4410) 8561 (4160) 4331 (2485)

Q2 68.8 (67.9) 3 (2.1) 0.8 (0)

Q3 8831 (4138) 8843 (4150) 4813 (2721)

Q4 8797 (4162) 8752 (4137) 8397 (3787)

Q5 1871 (1869) 505 (503) 505 (503)

Q7 12.9 (12) 13.1 (12.1) 11 (10.2)

Q8 1.4 (0.6) 1.8 (1) 0.7 (0)

Q10 6.7 (5.9) 6.4 (5.6) 3.1 (2.3)

Q12 1.5 (0.7) 2.6 (1.7) 2.6 (1.7)
Table 3. Time per algorithm. The time wasted in APIs is inside parenthesis.
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